Hypothesis Testing on the population Mean

The Test situation [the reasoning] “Does our sample (or experiment, or study) give evidence showing the mean of (new situation) is different from (old or theoretical value)?”

Example 1 [pretending we know ( , so we use Z]

We wish to determine if average monthly phone bill at College of Knowledge has increased - it was $187. We get a random sample of 4 phone bills, $190.50, $189.00, $195.50 , $187.00 .  [Mean of these weights is $190.50 ]  Assume[for this introductory example] that we know the  standard deviation of all bills [that’s (] is  $3 & bills are [approximately] normally distributed.



Decision is to be: Are the bills we obtained consistent with a mean of  $187  (or less), or can we conclude mean bill (now) is greater? If the population mean really is $187, we do not expect to see our sample give a mean of  $187. is the difference we see here just “chance variation”? We are deciding between these two hypotheses.


We find the probability of the observed difference ($190.50 - for sample of 5 bills - compared to theoretical mean of $187 ), assuming there is no change:  We find P(x EQ \d\ba7()\s\up5(-)  190.50)  is P(Z >2.33) , which is .0099.

In this case, we see that either:

1. Something very unusual has happened (we got a sample whose probability is only .0099)
or
2. The new mean monthly bill is larger than $187  - [population our sample came from has a larger mean]

Because the probability of seeing this difference by chance is so small (only .99%) we prefer the second explanation [“Chance” is not a good explanation for the observed difference] - that the new mean bill is larger than the old mean $187 . [usual cutoff for “unlikely” is 5%]
Conclusion: The sample does give evidence “at the 5% level” that the mean phone bill [for all students] is larger than $187.

As noted before, it would be rare to know ( , so we use the Student’s t table and get a range of values for  probability. How?  In the appropriate row (depends on degrees of freedom) we find the values that “bracket” our sample t

Example 2 [how we use  t – the realistic situation]

Example of the whole procedure:
  B.O. Logy  has found a new population of lesser squidnicks on the banks of the St. Joseph River. His theories of large-bird development say these birds should be smaller , on the average, than birds in the Eastern population (whose weights are normally distributed with mean about 45 Kg). To test the theory, he gets a sample of  10 of these birds and finds the mean weight is 44 Kg., standard deviation 2.3 Kg. Does this sample give evidence to support his claim?
 

Let’s identify the steps used:
1. Set up [variable, population, hyptheses]
 Variable X is weight of a St. Joe River lesser squidnick


H0:   = 45 [because he’s testing a theory involving comparison to a mean weight 45 Kg]
HA:  < 45 [because his theory – what he’s testing for -  is “mean here is less than that”]
2. Test statistic :
 sample  t =  EQ \f(44 - 45,2.3/\r(10)) = -1.37, degrees of freedom 9
3. Probability of such a sample “by chance” (if the hull hypothesis is true) 
Because HA is "Mean less than 45", values of  t  on the negative side count in favor of HA (against H0), so we look in the “9 degrees of freedom” row, reading all the values as negatives. our sample t is between –1.100 (the value for p = .15) and – 1.383 ( the value for p = .10) .  
4. Conclusion
If the null hypothesis (mean no less than 45)  is true, the probability of a sample like this is between 10% and 15% (would occur about 100 - 150 times in 1000 tests. “Chance” is a reasonable explanation of the observed difference)
We do not have evidence at the 5% level (.10 < p  <.15) that the real mean weight for Saint Joe River birds is less than 45 Kg.
The system for Tests:

1. We will set up two statements, and expect to choose between them:

The first will be the Null hypothesis (called H0) - the statement that there is no change, that the mean is what it used to be (or what the theory says, or what everyone else gets  - that  is equal to some known number)

The second (the one the test tries to give evidence for) is the Alternative hypothesis (Ha)  - there are three forms for this: 1. the (new) value of the mean is larger than the number we had,  2. The new value  is smaller than the number we had  3. the new value is different (no claim about which way) from the number we had.  [Forms 1 and 2  are called one-sided alternatives - we are saying the new mean is on a particular side of the old mean; form 3 is a two-sided alternative)]

These are all statements about the population parameter - not about the sample or about any one value from a population 



Our H0 is   "  = 187"



Our HA is   "  > 187"

2. To make the decision, we use a Test statistic whose probability distribution we can describe if  H0 is true (if nothing has changed from the old theory or the old situation) - in our case, it was 
  sample t  =  EQ \f(x\d\ba7()\s\up5(-) - m,s/\r(n))   [a t-statistic,  based on the old/known/given value of  ]

 [We use different test statistics for different tests , as we will see later.]
 

3. We calculate the P-value - the probability of getting a difference (sample compared to null hypothesis) as big as or bigger than what our sample gives. The P - value is:
the probability, computed assuming that  H0 is true,  that the test statistic would give a value as extreme or more extreme than the value actually observed.  {The smaller the P-value, the stronger the evidence against H0 - and in favor of HA]

4. We say a result is statistically significant at level  if the P-value is   or less [Values most commonly discussed are  .05, .01, .001 - but these are not the only ones ever used]
If the result is significant, we “reject  H0” (the evidence “supports HA”) and wesay something like "We have evidence  (p < ...) that the mean ...."  If the result is not significant, we fail to reject the null (the evidence “does not support HA”) and say something like "The study does not give evidence (p > ...) that the mean...."

The outline of a test:

1. Set up the test:
a. Identify the variable and the population and 
b. State the null hypothesis H0 and  alternative hypothesis HA[Test is designed to see if we can reject H0 and support HA)

2. Calculate the value of the test statistic (from the data and the value used in H0)

3. Find the P-value - the probability, [if H0 is true and only chance variation is at work],  of the test statistic  weighing as heavily against H0 as it does for the data we have [To what extent is “chance” a reasonable explanation for the difference we actually see?] We use the table of critical values for Student’s t to find this.

4. State a conclusion. [based on the p-value and the hypotheses]

[Instead of actually calculating p, we can look and see if the (sample) t value would give us  a small enough  p we can use the table of critical values  (the important comparisons) for t to decide.

Another example: We want to decide i fthe mean weight for the newly-discovered left-handed boa constrictors isless than the mean wieght for all boa constrictors. It is known that the mean weight for all is 12.7 Kg and that the weights are approximately normally distributed. Does a sample of 15 left-handed boa constrictors whose wights have a mean 11.8 Kg and standard deviation 1.4 Kg  indicate that the mean is less?
Here X = weight of a left-handed boa constrictor, and we want to decid if our sample shows the mean for X is less than 12.7Kg.

                             Our H0 is   " m = 12.7"



Our HA is   " m <12.7"

We will use sample t  =  EQ \f(x\d\ba7()\s\up5(-) - m,s/\r(n))   [a t-statistic,  based on the old/known/given value of  m]

Here t =  EQ \f(11.8 -12.7,1.4/\r(15)) = --2.490 with df = 14

In t-table we wee this gives a probability between .02 and .01

Yes, the sample does give evidence (.01 < p < .02) that the mean weight for the left-handed strain is less than 12.7 Kg. 


